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1. Executive Summary 

This report is the first version of a summary of project management techniques to be 

used in running BigDataStack, including procedures for communication, 

documentation, deliverables review, procedures to control project progress, and risk 

management. 

 

This document should be considered a living document, and procedures may be added 

or amended over the course of the project. 

2. Overview 

A project with as many partners as BigDataStack can be a challenge to properly 

manage.  Through the experience of many years of managing EU consortium projects, 

research projects and software development projects, a best practices of project 

management tools and techniques has emerged, which this document will attempt to 

capture. 

The guiding pillars to managing a successful project include: 

 

1. Creating the proper environment for the flow of information in the project. 

2. Close collaboration with the Scientific Coordinator. 

3. Careful tracking of the project’s process. 

4. Risk management. 

5. Quality control for both documentation and software. 

6. Flexibility in face of a changing technology and marketplace. 

 

The sections following will describe in more detail how each of these tenets will be 

achieved. 

3. Details 
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3.1 Creating the proper environment for the flow of 
information 

Information in a project flows both verbally and in written format.  In both cases, the 

information needs to be captured and archived in an easily accessible format.   

 

BigDataStack has started the project using the tools that follow to capture project 

information in written form.  Note that these may change as the progress progresses if 

we find better alternatives. 

 

Project wiki 

BigDataStack has a project wiki which is used as a main tool used by the Project 

Coordinator for management.  The wiki has sub-pages for each work package, and is 

typically used to hold meeting minutes, document templates, and general coordination 

information, such as the logistic details for face-to-face meeting. 

 

 

Figure 1: The project wiki 

 

Document repository 

The project uses ownCloud (https://owncloud.org/) as a repository for documentation, 

which proves to be a more flexible and easier to use platform than uploading 

documents to the wiki. 

 

 

Monthly Management Reports (MMRs) 

In order to allow the Project Coordinator to track the partner burn rate of resources, 

each partner organization is requested to submit a Monthly Management Report 

(MMR) at the conclusion of every monthly reporting period.  This report summaries 

how many person-months were spent per task by each organization, as well as giving 

a brief explanation of what the effort was used for.  While the understanding is that 

the MMR is not necessarily the organization’s official resource reporting (which will 
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be presented to the Commission at the end of each reporting period), it is expected to 

be extremely close to the final numbers. 

 

The Coordinator transcribes the MMRs into a master spreadsheet, which performs a 

number of tasks, such as graphically plotting the resources consumed per work 

package, as well as predicting partner spending at the end of the project, extrapolating 

based on the average spending of the last three months. 

 

 

Figure 2: MMR template 

In addition to these tools, the Project Coordinator hosts monthly General Assembly 

teleconference calls to discuss non-technical issues with the partners. Typically, these 

calls address such management issues as the tracking of deliverables, updates on 

topics such as project participation in dissemination events, coordination of 

accreditation for authorship on consortium papers etc.  Meeting minutes are kept on 

the project wiki. 

 

As time progresses, the Coordinator may add an additional repeating call to track the 

progress of the technical artefacts according to the technical delivery schedule. 

 

The Project Coordinator and Technical Coordinator will work in close cooperation to 

monitor the progress of deliverables, as well as set intermediate deadlines, such as for 

internal work package review, and cross work package review, to assure that 

deliverable schedules are met. 

 

3.2 Close collaboration with the Technical Lead 

Close collaboration with the BigDataStack Technical Lead (Dr. Dimos Kyriazis) is an 

integral part of project management.  As such, regular bi-monthly teleconferences 

between the Project Coordinator and the Technical Lead are scheduled, and 

unplanned calls occur as required. 

 

While the responsibilities for the Coordinator and Technical Lead are defined, not 

only are there overlapping areas which are jointly decided upon, (such as the year 

scope of work), but it is advantageous for the project in general for both leads to 

discuss, consult and advise one another on issues. 
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3.3 Tracking of Project’s Progress 

As described in Section 3.1 Creating the proper environment for the flow of 

information, mechanisms have been put in place not only to track resource usage, but 

also technical progress and other project related issues. 

 

A more formal system for bug tracking may be put into use as the project develops. 

 

3.4 Risk Management 

Software projects are notorious hard to manage, and large, distributed projects across 

a multitude of partner are even more difficult.  It is therefore extremely important that 

risks be anticipated at every stage of the project, with mitigation plans put into place. 

 

While not all risks can be anticipated, the communication mechanisms previously 

described in this document can point to potential problems.  For example, a low 

partner resource utilization can indicate staffing problems which may affect planned 

deliverables, but also a too high resource utilization can indicate that the partner is 

having trouble meeting its goals with the resources originally anticipated. 

 

As part of any risk management program, it is important to understand which 

elements of the work plan are on the critical path and which ones are not.  Elements 

on the critical path require stringent tracking – and the project will adopt bi-monthly 

or even week status teleconferences as BigDataStack evolves from architectural 

design to implementation around month six. 

 

A comprehensive list of potential risks and their migration plans are detailed in the 

project proposal and DoA (section “Risks and Contingency Plans”).  As of the date of 

this report, no risks on the critical path are anticipated, and as previously discussed, 

project progress is being closely tracked in order to get an early warning if it appears 

that a potential risk might develop into a real issue. 

3.5 Quality control for both documentation and software 

Ensuring a high level of quality for BigDataStack artefacts, whether documentation or 

software, is an important element to the success of the project, and separate quality 

control measures have been put in place for each. 

 

Documentation quality control 

The documents produced by the consortium as part of BigDataStack’s deliverable 

obligations are all designated as public deliverables.  As such, the quality of the 

documents, both from a content point of view and from a presentation point of view 

(e.g. correctness of spelling, grammatical correctness etc.), need to be high, as they 

are a public facing element of the project.  It is required that there is a clear 

provenance for authorship within the documents, as the original author will be 

responsible for corrections that may result from reviews. 

 

The formal review process for documents is as follows: 

1. By no later than one month in advance of the document delivery date, an 

internal review of the document by the producing work package will take place.  It is 
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the responsibility of the work package leader to assign reviewers and make sure that 

the process takes place and results documented and addressed.  The internal review 

process is required to be completed with ten days.  Upon completion of this review, 

there should not be any grammatical or typographical errors in the document. 

2. Once a document has completed its internal work package review, it will be 

subject to cross work package review, where WP 2 reviews WP1, WP3 reviews WP2, 

…, and WP8 reviews WP1.  The review process needs to be completed within one 

week, after which there is an additional week for the owning work package to make 

all required corrections and obtain the approval of the reviewer(s).   

3. Once the document has passed cross work package review, the Coordinator will be 

notified.  The Coordinator is then free to either post the deliverable to the 

Commission or reject it for corrections. 

 
Software quality control 

While BigDataStack is primarily a research effort producing a reference 

implementation, it is none-the-less important that the produced software be held to a 

high standard of quality control for several reasons, such as: 

• It is expected that portions of the code will be upstreamed to on-going Open 

Source projects, and therefore the code needs to be reliable and well written. 

• Since BigDataStack will be demonstrating an end-to-end solution, code which 

is fragile risks destabilizing the entire BigDataStack code base and will end up costing 

the consortium overall much wasted time in debugging. 

To that end, when the project evolves to a further stage of development, methodology 

will be put in to place to assure that there is always a stable, running version of the 

end-to-end system, and a well-defined procedure for having new or modified code 

pass regression testing before being promoted to the main (stable) build branch.   

 

3.6 Flexibility in face of a changing technology and 
marketplace 

The cloud technical landscape changes quickly, and to stay relevant, projects cannot 

always remain locked in to their plans as envisioned in the original DoA.  If 

significant technical deviations will be required due to the emergence of new, more 

appropriate technologies, or other reasons during the course of the project, the 

architectural team will be able to present the new work plans to the Coordinator.  

Upon a mutual decision with the Technical Lead, the Coordinator may then decide to 

submit an amendment proposal to make the changes official. 

4. Conclusions 

The main tools required to successfully manage BigDataStack were put in place in the 

first month of the project, and the planned management principles conveyed to the 

partners in the initial kickoff meeting.   

This document will evolve as the project progresses in response to any changes in 

management tools or methodology. 


